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’ INTRODUCTION

HIV-1 protease (PR) is amajor drug target in antiviral treatment
against AIDS.1,2 The efficacy of the existing active-site inhibitors is
frequently reduced by the emergence of drug-resistant mutations.
Novel inhibition strategies against HIV-1 PR, including targeting
specific allosteric sites, continue to be actively pursued.3�8 The
active site of the protease is capped by two flexible β-hairpin flaps
which control the substrate access to the binding cavity.3,9�11 An
atomistic understanding of the conformational dynamics of
HIV-1 PR flaps is important for elucidating the molecular basis
of ligand binding and allosteric inhibition. Recently introduced
protein kinetic network models offer a promising tool to explore
the conformational dynamics of HIV-1 PR and other receptor
drug targets.12�19

InHIV-1 PR, the β-hairpin flaps can exist in different conforma-
tional states (Figure 1). Most apo structures adopt a semi-open
conformation in which the flap tips shift away from the binding
site. In ligand-bound protein, the two flaps mostly form a closed
conformation. The semi-open and closed forms show a char-
acteristic difference in the relative orientation of the two hairpin
flaps (the handedness, Figure 1). Due to the intrinsic flexibility
of the flaps, free enzyme can also exist in closed form,20 and

conversely, ligand-bound protease can also adopt the semi-open
conformation.7 Although no experimental structure containing
fully open flaps has been found, a partially open conformation has
been reported for a multi-drug-resistant mutant21 (PDB entry
1TW7, Figure 1). However, the relevance of this structure in the
conformational equilibrium of HIV-1 PR remains to be clarified,
as subsequent molecular dynamics (MD) simulations indicated
that the 1TW7 structure is likely stabilized by crystal contacts.22,23

Solution NMR experiments suggest that the semi-open, closed,
and fully open conformations are in dynamic equilibrium on the
microsecond time scale, while the flap tips exhibit fluctuations on
the nanosecond time scale.24,25

Three simulation methods have been employed in the
studies of HIV-1 PR dynamics: conventional MD,22,23,26�33

targeted MD/umbrella sampling,34,35 and coarse-grained
simulations.10,36�38 Many insights into the dynamic equilibrium
of the flaps have been obtained from these studies. In a pioneer-
ing early work35 using umbrella sampling, a transition path and
free energy profile of the semi-open T closed transition were
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ABSTRACT: The conformational dynamics in the flaps of
HIV-1 protease plays a crucial role in the mechanism of
substrate binding. We develop a kinetic network model, con-
structed from detailed atomistic simulations, to determine the
kinetic mechanisms of the conformational transitions in HIV-1
PR. To overcome the time scale limitation of conventional
molecular dynamics (MD) simulations, our method combines
replica exchange MD with transition path theory (TPT) to
study the diversity and temperature dependence of the path-
ways connecting functionally important states of the protease.
At low temperatures the large-scale flap opening is dominated
by a small number of paths; at elevated temperatures the
transition occurs through many structurally heterogeneous
routes. The expanded conformation in the crystal structure
1TW7 is found to closely mimic a key intermediate in the flap-
opening pathways at low temperature. We investigated the
different transition mechanisms between the semi-open and closed forms. The calculated relaxation times reveal fast semi-openT
closed transitions, and infrequently the flaps fully open. The ligand binding rate predicted from this kinetic model increases by 38-
fold from 285 to 309 K, which is in general agreement with experiments. To our knowledge, this is the first application of a network
model constructed from atomistic simulations together with TPT to analyze conformational changes between different functional
states of a natively folded protein.
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revealed along a reaction coordinate determined by energy mini-
mization. Reversible opening and closing of the flaps have been
observed in recent unbiased MD simulations.29,32,33 Simulations
with coarse-grained potentials allowed numerous flap-opening
events to be observed and provided estimates for the gated
association rate constants.10,36�38Despite this progress, our under-
standing of the flap dynamics and its impact on ligand binding
remains incomplete. Several aspects regarding the conformational
transitions inHIV-1PR flaps need to be better understood, including
descriptions of the flap-opening pathways, the role of the curling of
flap tips,30 themechanisms of the semi-openT closed and fully open
transitions, and the relevance of the more expanded structure
1TW7.21 Although flap opening and closing were observed in long
MD simulations, they do not give quantitative information about the
transition rates or thermodynamic stabilities of the different states.
Since only a very small number of transition events can be observed
by direct MD simulation, it is difficult to assess the statistical
significance of the transition paths and mechanisms inferred from
conventional MD simulations. While coarse-grained potentials
greatly increased the time scale of simulation, simplified models
may lack the atomic detail needed for understanding key features,
likemodeling the flexibility of the β-hairpin structure of the flaps.3

Simulations using umbrella sampling require predefined reaction
coordinates, which can be difficult to identify.

To address the unresolved questions about HIV-1 PRmotions
on longer time scales, we investigate its conformational dynamics
using a new method based on a kinetic network model con-
structed from atomistic replica exchange molecular dynamics
(REMD) simulations.14 The method allows pathways to emerge
naturally from the statistical mechanical analysis of the network
using the recently developed transition path theory (TPT).17,39,40

By combining the power of atomistic REMD simulation, TPT,
and stochastic simulations, we determine the full ensemble of
transition paths and their fluxes in a statistically significant way.
The calculated paths and associated fluxes give both qualitative
and quantitative insights into the diversity and temperature
dependence of the transitions among functionally important
states of HIV-1 PR. The results presented here show how
conformational changes can occur along a variety of different
paths, rather than following a single route, which was the impres-
sion offered by conventional MD studies. Such information

about the diversity of pathways is very difficult to obtain from
conventional MD simulations. The statistical characterization of
dynamics allowed us to answer questions: What is the probability
for the semi-open T closed transition to occur through fully
open states? How do we quantify the role of curled flap tips in the
flap-opening pathway ensemble?

We also compute the potential of mean force (PMF) along
principal component coordinates in order to provide a framework
for visualizing the transitions in high-dimensional conformational
space. The results give new insights into the impact of flap
dynamics on ligand binding. The present study demonstrates a
new and powerful way to study conformational dynamics in
complex biomolecular systems.

’THEORY AND METHODS

Understanding the mechanisms by which transitions occur between
functionally important states of proteins is one of the central goals of
molecular biophysics.18AlthoughMDsimulation is well suited for studying
conformational transitions, its utility has been limited by the long time scale
of biomolecular transitions.41 Recently, a class of methods based on
Markov state models (MSM, also called kinetic network models) has
been developed for the calculation of transition paths. In this approach,
the protein conformational space is discretized into a network of relevant
substates. The dynamic transitions correspond to hopping between
different nodes on the network, which can be modeled by a master
equation assuming Markovian behavior.12�18,39,40,42�50 The network
approach and its variants have been shown to produce plausible folding
pathways for small proteins and peptides.12,14�16,19,47 Recently,
Pietrucci et al.51 reported a novel application of a kinetic network model to
simulate the binding of HIV-1 PR with a substrate ligand that illustrates
the power of MSM. Their approach shares some important features with
our present study, including the use of biased MD sampling schemes to
sample state space in order to build the kinetic network, and the use of
stochastic simulations on the constructed networks to study transition
paths and mechanisms. While both studies used a kinetic network
approach, the emphasis of their study is on the dynamics of protein�ligand
binding, whereas our study is focused on the transitions among the
functionally important states of the receptor in the absence of ligand.
Also, the nature of the bias used to generate the transition paths is very
different in the two approaches. While the metadynamics simulations
employed in their work makes use of low-dimensional predefined reaction
coordinates,51 this is not needed with our biasing scheme, which uses the

Figure 1. Three crystal structures of HIV-1 PR: the semi-open (PDB 1HHP), closed (PDB 1HVR, without ligand), and partially open (PDB 1TW7)
conformations. Upper, side view; lower, top view. The flap tips are shown in red.
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temperature bias built into our REMD plus T-WHAM scheme to
construct the nodes and their weights. Our method also facilitates the
characterization of the temperature dependence of the transition paths.
Our approach to the construction of a kinetic network is based on

REMD sampling of states over a range of temperatures.12�14 Compared
with MD simulations at a single temperature, our treatment has the
advantage of including conformations in transition regions with high
energy that are rarely visited at low temperatures. Sampling these
transition regions using REMD greatly increases the likelihood of
observing the full ensemble of transition pathways. The statistical
weights of conformations sampled at different temperatures are adjusted
at the target temperature using the T-WHAM method.52 The connec-
tivity of the network is established by allowing transitions between structu-
rally similar nodes,14,42 and the kinetic rates between connected nodes are
assigned in a way which ensures that the detailed balance condition to
preserve the equilibriumweights of all the states is satisfied.13,14 The network
model thus constructed allows one to compute the reactive flux between any
pair of nodes using a central result from TPT:15,17,39,40

Jif j ¼ KjipeqðiÞ½pfoldðjÞ � pfoldðiÞ�, pfoldð jÞ > pfoldðiÞ ð1Þ

HereKji is the microscopic rate constant for transition from state i to state
j, peq(i) is the equilibrium probability of state i, and pfold is the committor
probability. Using a recursive algorithm from TPT, the total flux obtained
from eq 1 can be decomposed into unidirectional pathways ranked by
their fluxes.17,39,40 Finally, the ensemble of these pathways is coarse-
grained into a smaller number of essential (clustered) pathways to provide
insights into the mechanism for the large structural rearrangement.
Stochastic simulations53 that satisfy the master equation of the

network provide another powerful tool for probing the kinetics of the
system that is complementary to TPT analysis.12,14 Because the

simulations are carried out in discretized state space, they are much
more efficient than conventional dynamics simulations, allowing numer-
ous transition events to be observed for the calculation of fluxes and
passage time distributions. Stochastic simulations on the network
provide a means to directly test the validity of TPT for calculating
fluxes.We have applied this approach to study the pathways for Trp-cage
folding and obtained very good agreement between the TPT-calculated
pathways and kinetic MC stochastic trajectories.14 Here, we use this
approach to characterize the conformational dynamics of HIV-1 PR. To
our knowledge, this is the first study which applies a kinetic network
model, TPT, and stochastic simulations to analyze transitions among
different states of a natively folded protein. Details about the REMD
simulations, construction of the kinetic network, TPT analysis, and
stochastic simulations are provided in the Supporting Information (SI).

’RESULTS AND DISCUSSION

Conformational Equilibrium and Free Energy Surfaces.
We first describe the thermodynamic states and free energy
surfaces constructed using the data fromREMD simulations with
the OPLSAA forcefield54 in the AGBNP continuum solvent
model.55 The snapshots from REMD were grouped into three

Figure 2. Potential of mean force and dominant pathways (white dotted lines) between the semi-open and fully open states projected onto the first two
principal components, PC1 and PC2. The three macrostates are indicated by the red ovals. Representative structures are shown to illustrate the
dominant motions associated with each principal component. The red arrow indicates the initial flap movements that change the flap handedness at the
beginning of flap opening. T = 285 K.

Table 1. Fractional Populations of Different Conformational
States from T-WHAM

temp (K) closed semi-open fully open other states

285 0.364 0.383 0.0006 0.252

314 0.184 0.457 0.035 0.324

334 0.080 0.326 0.0854 0.509
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macrostates: semi-open, closed, and fully open. The semi-open
and closed sets are defined by grouping together snapshots
whose root-mean-square deviation (rmsd) of the flaps is within
2.0 Å from the corresponding crystal structures (PDB entries
1HHP and 1HVR). The fully open states are defined as
conformations with large flap�flap separations (I50CR�I500CR
distance g15 Å, see Figure 2). The populations of the different
states were calculated using T-WHAM (Table 1). At tempera-
tures in the range 285�314 K, the semi-open (38.3�45.7%) and
the closed forms (18.4�36.4%) are the two major components,
and the fully open states (6 � 10�4�3.5%) account for a small
fraction of the population. Although the fully open states are only
transiently visited, they are functionally important since these are
the only states that allow access for ligand binding.We note that a
significant population (g25.2%) is occupied by conformations
other than the three aforementioned states (denoted as “other
states” in Table 1). This is in agreement with previous long MD
simulations in which the flaps were found to frequently visit
conformations different from the three macrostates.29,32 These
“other states” do not form major basins on the PMF. Instead,
they consist of heterogeneous conformations lying between
the three macrostates. The heterogeneity in the “other states”
is largely responsible for the diverse pathways seen at elevated
temperatures, as shown below.
The calculated populations of different states are consistent

with solution NMR data24,25 which suggest that the three con-
formations are in dynamic equilibrium, with the semi-open form
being themost populated species. Based on the results of Table 1,
the free energies of different states are estimated and the thermo-
dynamic parameters are determined usingΔS =�(∂ΔG/∂T)N,P
andΔG =ΔH� TΔS. For the semi-openf closed transition at
T = 314 K, we foundΔG≈ 0.6 kcal/mol,�TΔS≈ 5.8 kcal/mol,
and ΔH≈�5.2 kcal/mol. Since HIV-1 PR generally undergoes
the semi-open f closed transition upon ligand binding,
ΔG(semi-openfclosed) equals the protein reorganization con-
tribution to binding free energy. Our calculation shows that this
contribution is small compared with the typical binding free
energies of ∼�10 kcal/mol for most HIV-1 PR inhibitors.56

Next, we examine the conformational fluctuations in the flaps
region projected onto the PMF defined by the first few principal
components. The PMF provides a convenient way for viewing
the pathways between different states. Although pathways are

computed without projection, the features of the PMF can be
used as an aid to visualize pathways. We define a reaction zone
consisting of flap residues 45�55 and the peripheral residues
79�82. The PMF is calculated using the principal component
analysis (PCA) of 84 distances between nonadjacent CR atoms of
the reaction zone residues. This is based on the fact that the protein
fluctuations are well represented by the flaps and peripheral
residues. The PCA calculation indicates that the first six principal
components account for more than 80% of the fluctuations.
The PMF projected onto the first two principal components

clearly separates the three macrostates (see Figure 2). The first
principal component (PC1) is dominated by flap separation: the
fully open structures have highly negative PC1 < �40; the semi-
open and closed structures show zero and positive values of PC1,
respectively. The second principal component (PC2) correlates
with the relative lateral orientation of the flaps and thus serves as an
order parameter for distinguishing the closed and semi-open states.
Pathways between the Semi-open and Fully Open States.

To use TPT to compute flap-opening pathways, we treat the
semi-open and fully open states as the reactant and product,
respectively. The remaining states are considered as intermediate
states. To study the temperature dependence of pathways, we
perform the calculations at T = 285 and 334 K.
Figure 2 shows the clustered pathways for flap opening at T =

285 K projected onto the PC1�PC2 PMF. A clustered pathway
contains contributions from many similar unclustered pathways,
which typically contain between 12 and 25 intermediate network
nodes. The nodes along a pathway are ordered sequentially
according to their Pfold values, which increase monotonically from
Pfold = 0 (semi-open) to Pfold = 1 (fully open). The transition at
T = 285 K is dominated by the top two clustered pathways, which
carry 42% and 30% of the total flux (Figure 2). The remaining
fluxes are distributed among a large number of smaller clustered
pathways, which are omitted from Figure 2. Starting from
the semi-open form, the two dominant pathways initially follow
the same route and only diverge during the second half of the
transition. Figure 3 shows the intermediate structures along the
top pathway. The β-hairpin structure of the flaps and the intraflap
hydrogen bonding are not disrupted in these pathways. Based on
the intermediate structures and their projections onto the PMF,
we find that the pathways go through two sequential phases: in
the first phase, the flap tips change their handedness from the

Figure 3. Intermediate conformations in the most dominant pathway for the semi-openf fully open transition. T = 285 K. Upper, top view; lower,
side view.
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semi-open form to the orientation of the closed form. The
binding pocket remains mostly closed during this initial phase.
The handedness change is indicated in Figure 2 by a red arrow.
In the second phase, the two flaps begin to separate, resulting in
exposure of the binding pocket. The flap separation occurs
through a combination of upward rotations and lateral move-
ments of the flaps. The two major pathways differ in the second
phase: while both involve upward flap rotations, the second
pathway shows larger lateral movements in the flap tips. We note
that the non-flap residues experience little variation during the
flap-opening process: the rmsd of these residues remains below
2.1 Å from the semi-open structure; in contrast, the flap residues
move apart by >14 Å. The large-scale movement in the non-flap
region is not required for flap opening at 285 K.
With the availability of a large number of HIV-1 PR structures

from X-ray and NMR, we examine whether the transition path-
ways involve known experimental structures. The clustering of
327 experimental structures reveals four conformational clusters.57

Two of them correspond to the semi-open and closed states;
the other two include more expanded flaps. One of the more
expanded clusters is represented by the crystal structure 1TW7
(Figure 1),21 which is well sampled in the REMD simulations.
More importantly, we found that the 1TW7 structure is visited by
the dominant pathways from the semi-open to fully open states.
This can be seen from Figure S1 (SI), where 1TW7 is super-
imposed onto an intermediate node in the second dominant
pathway. With rmsd ≈ 1.7 Å, the two superimposed structures
show the same flap handedness and a similarly expanded binding
cavity. Superimposition of the 1TW7 and the structures along the
top two pathways shows that the rmsd drops to below 2 Å in the
middle of the flap opening. Note that this observation is obtained
without the knowledge a priori of the experimental structure.
The result suggests that, although 1TW7 has been shown to be
stable only in a crystal environment,22,23 the structure actually
represents an important on-path intermediate along the room-
temperature pathways for large-scale flap opening.
We now discuss the results of flap opening atT = 334 K. At this

temperature, the PMF appears flatter compared with that at the
lower temperature; many pathways are now accessible for flap
opening (see Figure 4). These paths follow structurally different

routes: on average the CR rmsd between two nodes located in
themiddle of two pathways is∼3.7 Å. The greater diversity of the
paths at T = 334 K is also apparent from Figure 5, which shows
the cumulative flux as a function of number of pathways. While at
285 K about 72% of the flux is carried by the top two pathways, at
334 K it requires eight pathways to carry the same fraction of the
flux. In contrast to the low-temperature results shown in Figure 2,
here only a small number of the pathways (1.3% flux) go through
the handedness change prior to flap separation. There exist
pathways (4.5% flux) in which the fully open state is reached
via upward flap rotations only, without substantial lateral move-
ments of the flaps. Furthermore, many pathways visit intermedi-
ate structures with L-bent flap tips. Figure S2 (SI) illustrates
the difference between a bent flap tip and an uncurled one. At
T = 285 K, a small fraction of the pathways (∼10% of total flux)
show flap bending; atT = 334 K, over 50% of the flux comes from
paths containing bent flap tips. The curling of the flap tips was
previously proposed to trigger large-scale flap opening.30 The
present results show that the flap curling primarily affects the
high-temperature pathways for flap opening.
The computed flap-opening pathways provide clarification for

a potential allosteric site near the elbow region, located between
residues Gly40 and Gln61 (see Figure 1). The possibility for this
region to serve as an allosteric binding site for the control of flap
opening/closing has been suggested on the basis of previousMD
simulations.26,58 Perryman et al. observed anticorrelated motion
between compression of the two elbows and increased flap tip
motions in a 22-ns MD simulation.26 However, the flaps did not
open in these simulations, even with the elbows compressed by
using simulation restraints.58 Here, we investigate the possible
correlation between the elbows and flap regions without re-
straining the elbows. The extent of flap opening (measured by
the Ile50�Asp25 distance) and the size of the elbow region
(defined by the Gly40�Gln61 distance) are monitored along the
dominant flap-opening pathways. Figure 6 illustrates their antic-
orrelation seen in the top pathway atT = 285 K. Starting from the
semi-open state, the Ile50�Asp25 distance increases from∼15Å to
the fully open values of ∼24.5 Å as the Gly40�Gln61 distance
decreases from ∼10 to ∼6 Å during the transition. Note that the
extent of the flap opening is much larger than the flap motions
observed in the previous MD simulations.26,58 The pathways at the
higher temperatures show the same trend. The strong anticorrela-
tion revealed by the dominant flap-opening pathway provides more

Figure 4. Pathways representing 83% of the total flux for the semi-
open f fully open transition projected onto the PMF of PC1�PC2.
T = 334 K.

Figure 5. Cumulative fluxes as a function of the number of pathways for
the semi-openf fully open transition. Blue, T = 285 K; red, T = 334 K.
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clear-cut evidence for the possibility of targeting the elbow region to
allosterically interfere with flap opening/closing.
Pathways between the Semi-open and Closed States.The

semi-open and closed forms show a striking difference in the relative
flap orientation: the positional difference between the flap tips can
be as large as 7 Å (Figure 1). Themost direct path to reverse the flap
handedness, as occurs in the semi-openT closed transition, is via a
lateral flap rotation in the plane of the lower graph of Figure 1, but
this route is blocked due to the clash of the main-chain and side-
chain atoms involving flap tip residues G49, I50, G51, and G52.
Using the kinetic network model and TPT, we determined the
physical pathways leading to the reversal of the flap handedness at
three temperatures: T = 285, 314, and 334 K.
At the lowest temperature, T = 285 K, the transitions are

dominated by a single pathway carrying ∼92% of the total flux
(Table 2). The conformations along the pathway show that the
semi-open T closed transitions involve relatively compact
structures (Figure S3, SI), in which the β-hairpin structure of
the flaps and the intraflap hydrogen bonds are intact, and the
binding pocket remains covered throughout the rearrangement.
During the early stage of the semi-openf closed transition, one
flap tip moves up above the other (Figure S3). The unsymme-
trical upward movement creates space for the rearrangement of
flap handedness. The observed sequence of events leading to the
handedness reversal is in good agreement with a recent 300-ns
MD simulation in explicit solvent.32

At the two higher temperatures, T = 314 and 334 K, the semi-
open f closed transition pathways become significantly more
diverse. The fluxes carried by the top five pathways at the three
temperatures are shown in Table 2. The largest flux pathways at

the two higher temperatures carry ∼32% and ∼28% of the total
flux, which are much smaller than the 92% carried by the single
dominant pathway at T = 285 K. Many higher temperature
pathways between the semi-open and closed states contain
conformations with bent-L flap tips. At higher temperatures,
some pathways visit the fully open states in the middle of the
transition, i.e., pathways which follow the routes semi-open T
fully open T closed. These paths account for about 10% of the
total flux. The bent flaps and the open flaps provide two possible
ways to create space for the rearrangement of the flap handed-
ness. These conformations are higher in energy, due to the
structural strain and loss of favorable interflap interactions; there-
fore, they are seen only in the pathways at higher temperatures.
Stochastic Simulations of the Conformational Transitions.

We performed stochastic simulations on the network to more
directly explore the kinetics of the semi-open f fully open and
semi-open f closed transitions, and to test the validity of the
pathways calculated using TPT. Starting from randomly chosen
nodes, 1000 reactive trajectories were collected from long
equilibrium simulations, with each trajectory containing a single
transition event. The total flux and mean first passage time
(MFPT) obtained from these trajectories are shown in Tables 3
and 4. The results are in good agreement with those calculated
using TPT. The distributions of the first passage times can be
fitted with single-exponential functions. For the semi-open f
fully open transition with a MFPT of 375 ns, it would require
hundreds of microseconds of conventional MD simulation to
obtain statistics comparable to those provided by the 1000
reactive trajectories from stochastic simulations on the network.
We projected the stochastic trajectories onto the TPT path-

ways using the procedure described in the Methods section and
in further detail in the SI. The percentage of the trajectories
assigned to a pathway gives the fractional flux through that
pathway. This allows us to compare the flux distributions along
the pathways obtained from the TPT calculation and those from
the stochastic simulations. The results for the semi-openf fully
open and semi-open f closed transitions at different tempera-
tures are shown in Figures S4 and S5 (SI). There is a good
correlation between the fluxes calculated from the two methods.
The results from stochastic simulations therefore provide direct
validation of the TPT calculation of fluxes and pathways.

Figure 6. Anticorrelation between the flap opening (I50�D25 dis-
tance, blue curve) and size of the elbow region (G40�Q61 distance, red
curve) along the top pathway for the full opening of the flaps. T = 285 K.

Table 2. Fractional Fluxes of the Top Pathways for the Semi-
open T Closed Transitions at Different Temperatures

pathway index 285 K 314 K 334 K

1 0.92 0.32 0.28

2 � 0.15 0.10

3 � 0.12 0.08

4 � 0.08 0.07

5 � 0.07 0.07

Table 3. Flux and Relaxation Time for Semi-open f Closed
Transition (T = 285 K)

net flux J (s�1) relaxation time τ (ns)

transition path theorya 1.51� 107 33.3

stochastic simulationb 1.52� 107 29.1
a In TPT, J is computed using eq 6 in the SI, and τ is the inverse of the
rate constant k calculated from eq 7 in the SI. b In stochastic simulation,
both J and τ are derived from 1000 reactive trajectories. J is obtained as
the number of transition events divided by the total simulation time. τ is
calculated from the mean first passage time for these trajectories.

Table 4. Flux and Relaxation Time for Semi-open f Fully
Open Transition (T = 285 K)

. net flux J (s�1) relaxation time τ (ns)

transition path theorya 2.63� 106 375

stochastic simulationb 2.63� 106 345
a,b Same as in Table 3.
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In general, stochastic simulations not only serve to confirm the
TPT results but also can provide additional kinetic information
of the system under study; the two methods are complementary.
For example, stochastic simulations provide passage time distribu-
tions and rate constants associated with each pathway, which are
not directly available from TPT calculation. On the other hand,
TPT analysis provides a natural framework for analyzing path-
ways ranked by flux from largest to smallest.
Implications for Ligand Binding Kinetics. We analyze the

implications of the conformational dynamics for the kinetics of
ligand binding. The calculated relaxation times of the transitions
between the three macrostates are given in Tables 3 and 4. AtT =
285 K, the relaxation time for the semi-openf closed transition
was found to be τsc ≈ 33 ns. For the semi-open f fully open
transition, the relaxation time τso ≈ 375 ns. The results reveal a
kinetic picture with fast internal rearrangements and infrequent
openings. This is qualitatively consistent with the flap dynamics
observed in solution NMR studies, which revealed motions on
two time scales: a subnanosecond-to-nanosecond motion of flap
tips and a microsecond or longer time fluctuation attributed to
flap opening.24,25The time scales calculated in the present study are
also roughly comparable to the results of recentMD simulations of
length ranging from 40 to 300 ns at room temperature.29,32

For large ligands of HIV-1 PR, the two flaps serve as a gate that
controls the accessibility of the binding site.10 On the basis of the
flap-opening relaxation time τso, we can estimate the magnitude
and temperature dependence of ligand binding rate kon. In gated
binding, the binding rate kon is governed by the ratio of the gate-
opening relaxation time τso and the characteristic diffusion relaxa-
tion time τd = R

2/D.59,60 Here R is approximately the radius of the
reactive surface area for binding. D is the ligand diffusion
coefficient given by the Stokes�Einstein relation D = kBT/
6πηr. AssumingR= 10Å and a ligand radius r = 8Å yields τd≈ 4 ns,
which is small compared with the relaxation time τso = 375 ns for
gate opening. According to rate theories for gated ligand
binding,59,60 in the limit τd < τso, the binding rate is the ungated
rate ku multiplied by the fraction of the time the gate is open, i.e.,
kon = kuPopen. Popen is obtained from the equilibrium population
of the fully open states. The ungated binding rate ku may be
estimated by the diffusion-controlled rate for reactive particles,
which yields ku ≈ 4πRD ≈ 3 � 109 M�1 s�1. At 298 K, Popen is
found to be∼5� 10�3. The binding rate is thus estimated to be
kon = kuPopen≈ 1.5� 107M�1 s�1. Experimentally, kon values for
seven HIV-1 PR drugs are between 5.8� 105 and 6.6� 106M�1

s�1 at 25 �C.61 The estimated kon is within an order of magni-
tude of the experimental values. Here, we note that it is some-
what arbitrary to define the fully open states as including
conformations with I50CR�I500CR distance g15 Å. Using a
threshold of 13 Å would change the fully open population to
Popen ≈ 1.06 � 10�2 from Popen ≈ 5 � 10�3. However, the
distance threshold of 15 Å that we used is more consistent with
the fact that many of the HIV-1 PR ligands have a dimension
ofg15 Å. Our estimate also assumes that the free energy barrier
for the reaction process within the binding cavity is not rate limiting.
We emphasize that our estimation only provides a semiquantitative
account of kon because of the assumptions summarized above.
ManyHIV-1 PR ligands show strong temperature dependence

in kon, which can increase 20-fold within the temperature range
from 278 to 308 K.61 This correlates with the calculated changes
in the fully open population Popen, which increases by 38-fold
from 285 to 309 K. From the result for gated binding kon =
kuPopen, the strong temperature dependence of kon is qualitatively

reproduced. These analyses appear to suggest that the gating due
to large flap opening is an important factor in the binding kinetics
of HIV-1 PR ligands.

’CONCLUSION

We have used a kinetic network model constructed from
detailed atomistic simulations to compute pathways between
different native forms of HIV-1 protease and determined con-
formational equilibrium and key features of kinetics without
specifying the reaction coordinates in advance. The large-scale flap
opening occurs through a combination of lateral flap movements
and upward flap rotations. The mutual rotation of the dimer is
not required for the transition. The crystal structure 1TW7, contain-
ing a more expanded cavity, was shown to represent an important
intermediate in the full opening of theflaps.The computed pathways
reveal a strong correlation between the compression of the elbow
region and the flap separation, providing new evidence that the
elbow region may be useful for allosteric control of the flap
opening and closing. The transitions were found to be tempera-
ture dependent: at low temperatures, a small number of pathways
dominate the transition, while at elevated temperatures, the
transition occurs through many parallel routes.

The calculated relaxation times between the three macrostates
reveal a kinetic picture with relatively fast semi-open T closed
conversion and less frequent flap opening. The simulation and
analysis provide reasonable estimates for the magnitude of the
ligand binding rate and its temperature dependence, which appear
to suggest that the gating due to flap opening plays an important
role in the ligand binding kinetics.

The TPT analysis and stochastic simulations of the semi-
open T closed transition show that, in the low-temperature
pathway, the two flaps remain in contact with each other and the
flap tips undergo local adjustments to change the handedness.
More open conformations and curled flap tips are seen in the
higher temperature pathways.

The results presented here demonstrate that the kinetic net-
work approach of combining REMD with TPT analysis provides
a promising way to overcome the time scale limitation of conven-
tional MD simulations for probing complex transition pathways
and for obtaining atomistic insights into transitions among
different conformational states of native proteins.
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